946 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. SAC-4, NO. 6, SEPTEMBER 1986

Backbone Network Design and Performance
Analysis: A Methodology for Packet
Switching Networks

CLYDE L. MONMA anp DIANE D. SHENG

Abstract—This paper describes a packet network design and analysis
(PANDA) model which captures the important features of different
packet technologies. This model evolved from many iterations with
technology developers and network planners over several years. The
main contribution is a methodology for designing low-cost backbone
packet networks with satisfactory performance which is both practical
and useful. This methodology is useful for investigating cost/perfor-
mance tradeoffs of various network capabilities and components, thus
providing a means for identifying potential cost and performance bot-
tlenecks for different packet technologies and to guide capability re-
quirements for new technologies.

I. INTRODUCTION

HIS paper describes a packet network design.and

analysis (PANDA) model which captures the impor-
tant features of different packet switching technologies.
This model evolved from many interactions with technol-
ogy developers and networks planners over several years
and is parameterized to facilitate the studying of specific
network cost-performance tradeoffs or the assessment of
network alternatives. The main contribution of this paper
is a methodology for designing packet switching networks
and analyzing their performance. This methodology is
both practical and useful and has served as the basis of a
software package developed by the authors for studying
fundamental issues of large packet networks.

Fig. 1 illustrates the generic packet network considered
here. Users of the network can be ‘‘customers’’ (individ-
uals or groups) with dial-up or dedicated access capabil-
ities, such as business or residential terminals involved in
interactive processing. Also considered are high-traffic
users, collectively called ‘‘vendors,’’ such as host prov-
iders of database services, gateways to other networks,
and users with high-speed direct access. The first point of
contact with the network for customers is through an ac-
cess interface. This interface performs traffic concentra-
tion, access-protocol-to-internal-network-protocol con-
version, and possibly other functions as well. Vendors
directly access the switches. A complete discussion of the
PANDA model assumptions and definitions of terms is
contained in Section II.

Manuscript received October 17, 198S5; revised March 20, 1986.

C. L. Monma is with Bell Communications Research, Morristown, NJ
07960.

D. D. Sheng is with AT&T Bell Laboratories, Holmdel, NJ 07733.

IEEE Log Number 8609934.

O = CUSTOMER

@ = VENDOR

/\ = ACCESS INTERFACE

X = switcH

Fig. 1. The network environment.

We address the problem of designing minimum-cost
packet networks satisfying certain performance require-
ments, and we have chosen to use heuristic optimization
and approximate analysis methods for general networks
in order to find good design solutions for realistic models.
Previous work [1]-[6] 1) has made unrealistic assump-
tions such as exponential traffic flows in order to obtain
‘‘exact’’ solutions quickly or 2) has used detailed, costly
simulations of small networks to characterize perfor-
mance. Indeed, actual simulations often reveal the inad-
equacies of exponential performance models; see, for ex-
ample, [7] and [8].

While making design decisions, our algorithm incor-
porates constraints reflecting the network performance re-
quirements since without such constraints, optimization
procedures would load network components to their full
capacities in order to minimize costs. These constraints,
however, are typically not enough to ensure the configu-
ration of a network that meets all end-to-end performance
requirements. The PANDA approach thus iterates be-
tween the solution of two subproblems, as shown in Fig.
2. In the optimal packet network design (OPND) subprob-
lem, low-cost network configurations are produced
through optimization procedures, and in the packet net-
work performance analysis (PNPA) subproblem, a de-
tailed analysis of the end-to-end performance of those net-
works is carried out. Network facilities which are
performance bottlenecks are identified, and if the network
performance requirements are not satisfied, such infor-
mation is used to adjust the performance constraints in-
corporated into the optimization procedures. The whole
process is repeated until a low-cost network configuration
satisfying all the requirements is found.

The OPND methodology configures backbone net-
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Fig. 2. Principal flowchart of the PANDA approach.

works which minimize total switching and transmission
costs. The algorithm uses information describing tech-
nology costs and capacities, a projection of user traffic
demands, and certain design parameters. The four basic
design functions are as follows; see Fig. 2. First, the
number of switches required to carry the offered traffic is
estimated. Second, clusters of users are formed, one to be
assigned to each switch. Third, the number and type of
trunks required on each link of the network, and the size
of each switch, are determined. Finally, a specific switch
location is chosen for each cluster. In contrast to enumer-
ative approaches to finding optimal network designs, this
algorithm uses an iterative approach based on repeatedly
applying these four steps and converges to a ‘‘good’’ so-
lution quickly.

It should be noted that, while not addressed in this pa-
per, the design of the access portion of the network is also
an important task. The major design decisions are where
to locate the access interfaces, which customers to assign
to which access interfaces, and how to get the customer’s
data to the access interfaces. Heuristic solution proce-
dures for local access optimization problems have also
been developed [9]-[14].

The PNPA algorithm analyzes network end-to-end per-
formance and identifies performance bottlenecks. This al-
gorithm evaluates end-to-end virtual-circuit blocking lev-
els for every pair of network users, and a distribution of
end-to-end message transport time for every user-to-user
pair and each grade-of-service class. Three kinds of cal-
culations are involved; see Fig. 2. First, an estimate of
the probability that a call setup between any pair of users
is blocked is constructed. The carried load between every
pair of users and related occupancy figures at switches and
access interfaces are also calculated. Second, a character-
ization of the elapsed time encountered by packets in
transport from one edge of the network to the other is
formed. Finally, the percentage of traffic that must be re-

transmitted due to errors in transmission over network
links or excessive delay in transport is computed. The end-
to-end message transport time distributions are then con-
structed so as to account for retransmitted traffic.

In order for a network design methodology to be most
useful, any performance analysis must be convenient to
repetitive application. Therefore, in contrast to time-
consuming network simulations, the PNPA calculations
above are based on analytic formulas. These formulas are
derived from general queueing network theory and are
complex enough to capture the effects on network perfor-
mance of ‘‘bursty,’’ correlated data traffic flow [15]-[19].
At the same time, however, they are simple enough to be
implemented in fast running code.

After one iteration of the PANDA methodology, any
PNPA-identified performance bottlenecks are used to up-
date OPND design parameters, and subsequent reappli-
cation of the OPND procedures produces a reconfigured
network which attempts to alleviate performance prob-
lems. Specifically, the design parameters updated are de-
rating factors which reduce the effective capacity of the
network’s switches, trunks, and processing units for ter-
minating trunks. This forces the OPND engineering rules
to strategically place more equipment, resulting in an im-
provement in performance and an increase in cost. Thus,
PANDA iterations steer the solution towards satisfactory
performance while still focusing on cost minimization.

The rest of this paper describes the PANDA method-
ology in more detail. Section II gives a description of the
basic assumptions and definitions adopted. This includes
the network management rules, the access interface and
switch architectures, the network performance require-
ments, and the traffic models. Complete descriptions of
the OPND methods and the PNPA methods are given in
Sections III and IV, respectively. In Section V, we com-
ment on the usage of the PANDA software package. The
Appendix lists notation.

-II. MODEL ASSUMPTIONS AND DEFINITIONS

The three key PANDA modeling features are: 1) the
problem addressed is the static design of a minimum-cost
packet network satisfying certain performance require-
ments; 2) switching costs dominate transmission costs in
the backbone network, and therefore, there is full inter-
connection among the backbone switches; and 3) in de-
signing the network, no consideration is given to the im-
plementation of specific flow control schemes. Network
performance is an equilibrium (steady-state) characteriza-
tion of performance, and buffers within access interfaces
and switches are modeled to have unlimited waiting space.

A. Network Management

It is assumed that the network adheres to the following
routing rules. 1) All virtual circuits between any two cus-
tomers are set up along the ‘‘path(s) of least resistance,’’
i.e., paths involving a minimal number of packet
switches. 2) Call setup is spread evenly across all least
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Fig. 3. General access interface/switch architecture.

resistance paths connecting any two customers through
load balancing techniques.

B. Network Components

We adopt a general processor-based architecture for the
access interfaces (AI) and the packet switches, as shown
in Fig. 3. The fixed part of the switch/Al consists of a
central processing unit (CPU), common memory, and an
internal switching fabric. Modular processing units ter-
minate trunks and are added as needed. Various trunk
types are used, each requiring a corresponding type of
processing unit. The capacity limitations are all in terms
of an average busy hour.

The CPU performs virtual call setup/teardown and ad-
ministrative functions, and its real-time capacity poten-
tially limits the overall call attempt rate. For the purposes
of this paper, we ignore any such limitation for an access
interface, and let A5 denote the number of call attempts
per second which is supportable by a switch. The com-
mon memory is used to store routing tables and other rel-
evant information for calls in progress, and so imposes a
limit on the number of simultaneous virtual circuits that
can be handled. Let C, and Cs denote the virtual-circuit
capacity for an Al and switch, respectively.

Messages are formed into (one or more) packets at the
first network node. Packets then enter and leave the nodes
along a path through nodal processing units (NPU’s). In
switching packets, each node may perform the following
functions: 1) decide to which virtual call an arriving
packet belongs, 2) decide to which output transmission
facility the packet must be sent, 3) move the packet to the
designated outgoing processing unit, 4) hold the packet in
a queueing buffer until there is capacity available to trans-
mit it on the designated output facility, and 5) remove the
packet from the queueing buffer and transmit it serially on
the output facility. The internal switching fabric of an ac-
cess interface or switch imposes a limit on the overall no-
dal throughput (in terms of packets per second) and on the
number of NPU’s one node can support. Let Pg denote
the total throughput capacity for a switch and T the total
number of NPU’s supportable by a switch. The NPU’s
impose a local limit on throughput, call attempt rate, and
on the number of allowable terminations.

The PANDA model considers transmission facilities of
different types where each type is identified by its trans-
port speed, virtual-circuit capacity, and error character-
istics. The NPU’s within the switches are distinguished
by the type of transmission facilities they terminate. For
one trunk of the Hth type, let C% denote its virtual-circuit
capacity, B the speed (in bits per second), and v, the bit
error rate (BER). It is assumed that the data transport
speed B is simultaneous in both directions. For an NPU
terminating type H transmission facilities, let A% denote
the number of supportable call attempts per second, P4
its total throughput capacity, and T4 its terminations ca-
pacity.

The major network costs which are considered are the
total fixed cost of each switch Fg, a variable cost Fr which
depends on the number of NPU’s of each type H within
each packet switch, and similarly, the fixed cost G, for
an Al and the cost G¥ for an Al processing unit of the
Hth type. Also, there are transmission costs which are
given in terms of cost per mile F for one trunk of type
H.

Variation of all of the above capacity and cost param-
eters allows for the modeling of specific packet switching
technologies. (See [20] for a discussion of one such packet
technology.) Note that setting a capacity parameter to in-
finity corresponds to suppressing that particular capacity
constraint. For example, if there is no limit on the number
of simultaneous virtual circuits that a packet switch or a
trunk can support (see [21]), then C; = oo and Cﬁ’ =00
in the PANDA model.

C. Call Setup Blocking and Message Transport Time

When it is not possible to complete a virtual circuit
setup due to unavailability of shared network resources,
that request for call setup is blocked (lost without gener-
ating retrials) by the network. Call setup blocking occurs
between two customers when all the virtual circuits are
busy on any network component along the least resistance
routes connecting the customers.

The transport time of a message is defined to be the
elapsed time since the first bit of the message leaves the
transmitting customer until the last bit is ready for deliv-
ery to the receiving customer by the destination edge of
the network (i.e., the final node on the virtual-call path).
The main components of message transport time are
shown in Fig. 4. The message transport time can be di-
vided into two major components: the access time (AT)
it takes for the entire message to reach the sending edge
of a network and the network delay (ND) time it takes for
the message to go from the sending edge to the receiving
edge. Formally, ND is defined as the elapsed time since
the last bit of the message arrives at the sending edge of
the network until the last bit is ready for delivery by the
receiving edge of the network. (Note that the time to
traverse the outgoing loop from the network to the cus-
tomer is not included.)

As each packet of a message travels through the net-
work, it spends time within each of the AI’s and switches
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Fig. 4. Basic components in message transport time.

along its virtual-call path. At each node, the basic net-
work delay components for a packet are defined as fol-
lows: 1) processing delay (PD)—the elapsed time since
the last bit of the packet entered the node at an incoming
NPU until the first bit leaves the incoming NPU, 2) pro-
cessing time (PT)—the elapsed time since the first bit of
the packet left the incoming NPU until it enters an out-
going NPU, 3) queueing delay (QD)—the elapsed time
since the first bit of the packet entered the outgoing NPU
until the first bit is fed onto an output channel, and 4)
transmission delay (TD)—the elapsed time since the first
bit of the packet is fed onto the outgoing channel until the
last bit is fed onto the output channel. Thus, PD and PT
together correspond to the nodal time spent on functions
1)-3) in Section II-B, QD is the time spent on function
4), and TD is the time spent on function 5). (We are ex-
cluding consideration of propagation delay along network
links, i.e., approximately the distance traveled divided by
the speed of light.)

In analyzing the above delay components, two model-
ing assumptions are made about the AI’s and switches: 1)
each node uses a first-in first-out (FIFO) discipline in
moving packets from incoming to outgoing processing
units, and 2) each node has one dedicated, infinitely long
queueing buffer for each outgoing transmission facility.
As a result of the first assumption, the data sequence for
packets of the same message is preserved in transport
across the network. Therefore, the network delay of a
message is identically the network delay of the last packet
in the message. As is discussed in Section IV-B, the
PANDA methodology uses a characterization of the equi-
librium network delay for an arbitrary packet as a char-
acterization of the network delay for the last packet in a
message.

The evaluation of message transport times hinges on the
analysis of the individual components. Since transmission
facilities transport data at fixed speeds, message access
time is simply AT = message size/access link speed.
Similarly, nodal transmission delay is TD = packet size/
outgoing channel speed. We use two parameters to char-
acterize the processing time within a node; one describes
the average rate of processing and one describes the vari-

ability (potentially zero) associated with the time to pro-
cess a packet. The parameters associated with an access
interface are A, and VA, the mean and variance of pro-
cessing time for an Al. Similarly, for a switch, they are
Ag and VAg.

Nodal processing delay and queueing delay are more
complex. Both depend on the traffic carried by the node
and packet size distributions, as well as the load carried
by other nodes and transmission links in the network. In
Section IV, a methodology is presented for analyzing no-
dal processing and queueing delay throughout a packet
network.

D. Retransmissions

In this paper, we limit attention to message retransmis-
sion conducted on an edge-to-edge basis.' If an error is
detected in any packet, at the receiving edge, the entire
message is retransmitted over the entire virtual-call path.
Also, if a packet takes too much time to traverse its
virtual call paths, the entire message is again retransmit-
ted. It is assumed that for a transmission facility of the
Hth type, the probability of any bit being in error is equal
to thattink’s BER vy, and a transmitted packet is consid-
ered to be in error if any one bit of the packet is in error.

E. Network Offered Traffic

The total busy-hour offered traffic is given on a point-
to-point basis in each direction between users. Actual
traffic loads on transmission links and nodes in the net-
work are derived from these traffic projections and spec-
ifications of how traffic is routed through the network.

Consider any two users i and j. The arrival of requests
for call setups from i to j is modeled as a Poisson process
with mean rate A . (i, j ). The holding times of these calls
are assumed to be independently and identically distrib-
uted (i.i.d.) according to a general distribution with mean
po '(i,j). The total arrival stream of the packets for trans-
port from i to j on a call is modeled as a renewal process

'Of course, not all packet networks operate according to this restriction.
It is worth noting, however, that the general technique presented in Section
IV-C for analyzing retransmissions over every path through the network
can be similarly carried out for each individual link.
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with renewal-interval mean A\, '(i, j) and variance N
Jj ). The size of the i-to-j packets is assumed to be i.i.d.
according to a general distribution with mean s (i, j) (in
bits) and variance v, (i, j ), and the size of i-to-j messages
i.i.d. according to a general distribution with mean S(i,
J ) (in packets) and variance Vg(i, j ).

With the Poisson model, one parameter—the average
call-attempt rate—leads to a complete description of the
interarrival distribution between call requests. For indi-
vidual digital services (e.g., electronic mail, energy man-
agement, and facsimile), the busy-hour average call-at-
tempt rate has also been used as a sole characterization of
the generation of setup requests [22]-[26]. A conse-
quence of assuming Poisson call-attempt arrivals is that
the level of blocking at individual network components
depends on the call holding-time distribution only through
its mean holding time. This is the familiar insensitivity
property associated with the Erlang loss formula. Projec-
tions of busy-hour call expected holding times for indi-
vidual services are also available [22]-[26].

General (non-Poisson) packet flow processes and gen-
eral (nongeometric) packet and message size distributions
were chosen to better capture the bursty nature of data
traffic and the variability (or complete absence of vari-
ability) in packet size allowed by some packet switching
technologies. Although the complete distributions rele-
vant to data communications traffic are not known, pro-
jections of the average message flow, the variance in in-
termessage intervals, the average message size, and the
variance in message size are available for some digital
services and data networks [22]-[26]. From these, similar
statistics for packet flow and size can be derived for par-
ticular packet switching technologies. These projections
indicate that Poisson arrival processes and geometric mes-
sage size distributions are too restrictive for modeling the
flow of messages in packet networks. Hence, it is an im-
portant feature of the PANDA methodology that its per-
formance analysis incorporates general traffic arrival pro-
cesses and size distributions.

F. Network Performance Requirements

The two basic measures of network performance con-
sidered are the percentage of call requests which are
blocked by the network and the distribution of message
transport time across the network. The network perfor-
mance requirements are given separately for different cus-
tomer service classes. (From these, global network per-
formance objectives are derived, as discussed in Section
II-G.) Each customer service class has a characteristic
(loop) speed of access to the packet network L. (in bits
per second) for a customer of the cth class. Also associ-
ated with each class are v,., the BER for its access loop
Z., the average size of its messages (in bits per message),
and T, the time-out threshold for its messages. Any mes-
sages originated by a customer of the cth service class for
which message transport time exceeds 7, are retransmit-
ted. We assume that the proportion of customers for any
particular customer service class is the same at every ac-
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cess interface; let ©, denote that proportion of customers
belonging to the cth customer service class.

The PANDA performance requirements are expressed
in the following quantitative terms: 1) a maximum end-
to-end blocking of 8 X 100 percent between any two cus-
tomers, 2) a maximum mean message transport time 6,
for an originating customer of the cth customer service
class, and 3) a maximum variance of message transport
time v, for an originating customer of the cth customer
class. Note that the first requirement is identical for all
network customer service classes, and that there is one
second and third requirement for each customer service
class. The mean transport time objective d. for a customer
service class is always less than the time-out threshold 7,
and typically is less by at least three standard deviations
of the transport time objective. (That is, 6, + 3\/'; <
T

G. The PANDA Design Objectives

In designing networks, the PANDA methodology uses
global objectives for call setup blocking from the sending
edge to the receiving edge of the network and for the net-
work delay of packets. Subsequently, individual blocking
and delay objectives for the network nodes and links are
allocated from these edge-to-edge objectives. We choose
these global network objectives as follows. Suppose that
the network customers include dial-up customers who
compete for access ports at the access interfaces, and that
the maximum blocking for access across all AI’s is B4. A
global network user-to-user blocking requirement 8* is
assigned as B* = 8 — (4. Similarly, a global network
user-to-user mean message transport time requirement 6*
is constructed as 6* = min, (6, — EAT_.) where the min-
imum is over all customer service classes and EAT, is the
mean access time for a message of the cth customer class.
For all messages originated by a class ¢ customer, EAT,
is simply the message size for class ¢ divided by its access
speed; ices, EAT, = Z/L..

Nodal and link blocking objectives are derived by
equally allocating the global objective 8* among the var-
ious network components which are finitely limited in the
number of simultaneous virtual circuits they can support
along each user-to-user route. That is, if C,, Cs, and cf{
are all finite, then a blocking objective of B = B*/7 is
assigned to each node and transmission link since there
are at most four nodes (2 AI’s and 2 SW’s) and three links
along any network route. For those network components
which are not finitely limited in the number of supportable
virtual circuits, B = 1.

For each node, we set one nodal delay objective for the
sum of the processing delay and processing time compo-
nents, and one for the sum of the queueing delay and
transmission delay components. In keeping with the de-
sign objective of minimizing costs, the allocation of these
nodal delay objectives is kept proportional to the relative
nodal component costs. The total nodal costs along any
user-to-user route is at most $$ =2 - G, + 2 - Gy + 2
- Fg + 2 - Fr. For an access interface, the processing
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delay and time objective &% is assigned as 6 = 2 - G*/
$$ - 6* and the queueing and transmission delay objective
as 697 = 2 - G;/$$ - 6*. For a switch, we use 6% = 2 -
F5/$$ - 6* and 6%7 = 2 - F/$$ - 6*.

III. OpTIMAL PACKET NETWORK DESIGN (OPND)
METHODOLOGY

In this section, we describe an approach for designing
backbone packet switching networks. Insights into the de-
sign problem based on examining a simple case of uni-
form traffic are obtained in Section III-A. These insights
motivate the four major steps of the OPND algorithm
which are then described in Sections III-B-III-E. The ap-
proach used in Section III-A also provides a means for
obtaining a rough estimate of total cast from the total of-
fered traffic.

A. Insights from Uniform Traffic Case

We denote by #; the traffic offered from user i to user j,
including i = j. We denote by c the overall capacity of a
packet switch and by d the capacity of a single processing
unit. (These traffic values and capacities can be thought
of as being in packets/second or call attempts/second.)
Other capacity parameters, such as number of termina-
tions, are not considered in this analysis unless explicitly
stated otherwise. Let S be the number of switches and
n the number of users. The total traffic offered is T =
Li-1 Lj- t;. For the purposes of the present analysis, we
assume that each user is homed onto exactly one switch.

Traffic between users homed onto different switches
uses the capacity of both switches. A rough measure of
the number of switches S required to handle the total of-
fered traffic T can be obtained by estimating the propor-
tion p of the traffic that uses only one switch. The number
of switches is then estimated by the total effective traffic
divided by the switch capacity or S = (2(1 — p)T + pT)/
¢ since the amount (1 — p) T is double switched while the
remainder is single switched. Therefore, [T/c] < § =<
[2T/c]. ([x] denotes the smallest integer at least as large
as x.) The lower bound represents no double switching (p
= 1), whereas the upper bound represents a homing ar-
rangement where all traffic is double switched (p = 0).

This argument can be used to estimate the number of
switches S required to handle uniform traffic (i.e., t; = ¢
= T/n? for all points i and j, including i = j) when the
network is balanced (i.e., an equal amount of traffic 7/S
is offered by the points homed onto each of the §
switches). In this case, p = 1/Ssothat S = (2(1 — 1/S)T
+ T/S)/lc = QT — T/S)/c. Solving for S yields § =
[T/c + J(Tlc)* = Tlc]. The number of switches required
in a balanced network with uniform traffic is generally
closer to the upper bound than the lower bound on the
number of switches needed for general traffic, especially
as the load increases.

A balanced network provides good growth potential
since it maximizes the spare capacity of the switch with
the smallest spare capacity. Unbalanced networks maxi-
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mize the overall spare capacity among all switches, but
they do so by having lots of spare capacity at only a few
switches and almost none at others.

For uniform traffic, minimum-cost networks will con-
sist of (§ — 1) switches loaded as fully as possible and
one (possibly) underutilized switch. (Recall that the major
costs are for a switch and its processing units.) This cer-
tainly results in the fewest number of switches required
and also minimizes the total number of NPU’s. The num-
ber of NPU’s depends on the total effective traffic as seen
by all switches in the network, with double-switched
traffic counted twice. Thus, relying on cost considerations
alone during network optimization can result in unbal-
anced networks with heavily loaded switches and under-
utilized ones. In practice, however, such networks may
not be very attractive, as they provide little flexibility for
growth in traffic demands.

Another implication is that there is no cost savings ob-
tained by placing an additional switch above the minimum
number necessary to carry the offered traffic. This follows
from the fact that no reduction in NPU’s (the other major
cost component) can be obtained in this way due to the
lack of any communities of interest among the users.

The preceding analysis provides a means of obtaining
a rough estimate of the network cost given only the total
offered traffic level 7. By assuming that the traffic is uni-
form and balanced, the number of switches and the num-
ber of NPU’s can be estimated from the intraswitch and
interswitch traffic. By taking an average access and inter-
switch link length based on the user locations, the trans-
mission facility costs can also be estimated.

An important insight is the importance of considering
balanced versus unbalanced networks from the standpoint
of switch and NPU costs. Also, the user and switch lo-
cations directly affect the total transmission facility mile-
age costs. Finally, we note that uniform traffic does not
account for communities of interest which may exist
among the users. A good design algorithm must also try
to make use of these patterns to efficiently build networks.

B. Estimating the Number of Switches

Each user i has a homing option O; which specifies
whether the user is required to be homed onto all switches,
exactly one switch, or any subset of switches. Initially,
each user i with O; = “‘subset’’ is homed to one switch
if its traffic level is relatively low and is homed to all
switches if its traffic level is relatively high. We let TA
denote the total throughput traffic, i.e., TA = Lj_; L}_,
A, (i, j) and we let TB denote the total throughput traffic
involving users initially homed to exactly one switch.

The estimate we derive for the number of switches S
needed to carry the total throughput traffic is similar to
that derived in Section III-A. That is, we assume that the
traffic 7B is spread uniformly among the users and that
the users are balanced over the switches. The effective
capacity of a switch depends on the throughput capacity
(Py), the derating factor ( fps), and the traffic (7A — TB)
generated by the users homed to all switches and is given
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by fps * Py — (TA — TB)/S where the number of switches
S is to be determined. Now, as in Section III-A, the ef-
fective traffic involving users homed to exactly one switch
is given by TB(2 — 1/S). The number of switches S is
obtained by setting S equal to the effective traffic divided
by the effective capacity. Thus, solving a simple quad-
ratic equation and rounding up to an integer, we obtain

e [(TA + TB) + V(TA + TB) — 4TB - fos - PS]
2 fos

3Ly

We note that we have determined only the number of
switches at this point. Section III-C determines the hom-
ing pattern of users to the S switches and Section III-E
assigns locations to the switches after the network is con-
structed.

C. Homing Users to Switches

The approach we take is to cluster the users into S clus-
ters according to certain measures of ‘‘goodness of fit’’
based on the ideas of balanced and unbalanced networks,
geographical locations, and community of interest as de-
scribed in Section III-A. Before describing the clustering
approach, we introduce five measures for how well a user
i fits into a cluster s.

The unbalanced network measure My, (i, s) seeks to fa-
vor assigning user i to a cluster s which is most heavily
loaded in terms of throughput in order to maintain as un-
balanced a network as possible. Spec1ﬁcally, we have
MyG, 5) = U, (s)/MU(z) where Lg is the set of users cur-
rently in cluster s, U, (s) is the throughput utilization of
cluster s, and Mu(i) = max; U,(s). We note that this
measure, and all others, is normalized to be between zero
and one with a larger value interpreted as being better.

The balanced network measure My(i, s) seeks to favor
assigning a user i to a cluster s which is least heavily
loaded in order to maintain as balanced a network as pos-
sible ui-ess Mpliis)n= MB(z)/U (s) where MB(z) = min;
Up(s). The balanced and unbalanced measures attempt to
capture the issues raised in Section III-A to see what added
costs are incurred by maintaining balanced networks. We
note that these measures depend only on the cluster s and
are independent of the user i.

The community of interest measure M, (i, s) attempts to
form clusters of users which collectively send each other
more traffic than other subsets of users. This should re-
duce double-switched traffic and hence reduce cost. We
accomplish this by computing the average traffic a user i
communicates with other users in a cluster s, i.e.,

Moy, Spe= jEZL NG, 7)) + NGy DI L - M)
(3.2)

where M_(i) = max, Zie;, (N, (i, j) + N, (j, i))/| L))
The geographical measure Mg (i, s) attempts to form

clusters of users which are geographically near one an-

other to reduce the cost of transmission facilities. We ac-

complish this by computing the weighted center of mass
(%, y,) for each cluster s and using the distance to the user
i location (x;, y;). The center of mass is weighted by the
total throughput traffic A Y=L L) (NSO By Ay
(k, i)) generated by a user J in cluster s. So we have that
Mg, 5) = NG = x)" + (s = y)*/Mg(i) where %, =
Liers Np (DN Ejers Ny () ¥s = Zjerg Np (7)Y Zjer, (1),
and M (i) = max, V(& — %) + (3, — ).

The final measure is the random measure M (i, s) which
assigns a random number drawn uniformly between zero
and one independently of the user i and the cluster s. This
measure is used to break ties and also to introduce new
solutions to the process.

Each of these measures has a relative weight or impor-
tance Wy, Wy, W¢, Wi, and Wy, respectively. A cumu-
lative weighted measure of goodness for assigning user i
to cluster s is given by M(i, s) = Wy - My(i, s) + Wy -
Mp(i, s) + We - Mc(i, s) + Wg + Mg(i, s) + Wg - Mg
(i, 5). We now describe the procedure used to home users
to switches.

Initially, we have an estimate for the number of
switches S with some users already homed to all switches.
The remaining users are to be homed to a single switch
each. The number of possible configurations is quite large
even for a relatively small number of users and switches.
The approach taken is to order the remaining users ac-
cording to importance, e.g., from largest throughput A, (D)
user to smallest, and sequentially assigning each user is
in turn, to a feasible cluster s which maximizes M(i, s).
By feasible we mean that the total throughput utilization
U, (s) and call attempt utilization U, (s) for cluster s does
not exceed the corresponding effective switch capacities.

Upon assigning the remaining users, we have an initial
cluster built up according to the cumulative weighted
measure M. We note that at the time user i is assigned,
the weighted measures only reflect the users assigned be-
fore user i. In order to overcome any startup bias, we next
attempt to adjust the clusters by rehoming users.

The basic step in the rehoming process is to consider
each user i, currently assigned to the single cluster s;, and
to find the cluster s/ which now maximizes M(i, s!).
Among all users, find the user i which maximizes the re-
homing improvement M(i, s;) — M(i, s;). This provides
a user { which would best benefit from rehoming. If all
M(, s;) — M(i, s;) = 0, then all users are currently as-
signed to the ‘‘best’’ cluster and we are done. If, on the
other hand, there is a position improvement, we want to
consider rehoming user i from cluster s; to cluster s/. If
user i can be feasibly assigned to cluster s/, then we do
so. If not, we find a user k, currently in cluster s/, which
can be feasibly exchanged with user i and which gives the
maximum (positive) exchange improvement M(i, s!) —
MG, s;) + M(k, s;) — M(k, s!). If no such user k can be
found, then another user maximizing the rehoming im-
provement is considered for rehoming. This basic step is
repeated a fixed number of times to make up one iteration.
If, after an iteration, the resultant network has a smaller
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cost than the network at the previous iteration, then we
repeat an iteration. This continues until there is no cost
improvement after an iteration.

Recall that certain users i have a homing option O;
which allows belonging to any subset of clusters. The fi-
nal step of the homing process adds a user (which initially
appeared in only one cluster) to other potentially benefi-
cial clusters or removes a user (which initially appeared
in all cluster) from relatively unimportant clusters. Again,
the measure of importance used to select the potential
clusters to add or drop is the cumulative weighted mea-
sure for user i to belong to cluster s. A user is actually
added or dropped only if it results in a cost improvement.

Upon the completion of the steps outlined in this sec-
tion, we have a desired clustering that seeks to minimize
total switching and transmission costs through a weighted
measure. This homing pattern together with the routing
rules described in Section II-A determine the throughput
and call-attempt utilization levels on a link from user i to
switch s (U, (i, 5), Us(, s)), on a link between switches
sy and s, (U, (sy, 52), Uy (51, 5,)), and at a switch s (U, (s),
U, (s)). These values are used in Section III-D to engineer
the transmission facilities on each link and the NPU’s at
each switch.

D. Engineering Trunks and Switches

In section III-D1), we describe the rules used to engi-
neer the number of trunks on each access link from user
i to switch s, (R;;), and each interswitch link between
switches s; and s,, (Ry,;,). One type of trunk is chosen for
all access interface users to switches (type H,), one type
for all vendor users to switches (type Hy), and one type
for all interswitch links (type H,). Section III-D2)
describes how the number of NPU’s is determined at each

switch. o
The number of access NPU’s (Ns") at switch s can be

obtained by looking at the access throughput traffic w,
(i, 5)), call-attempt traffic (U, (i, )), and number of ac-
cess trunks (R;,), dividing by the effective capacities f .
Lipfas gl il ma'y Ha . RW. respectively, and tak-
ing the maximum rounded up to the nearest integer. That
is, No* = max [Zag Up G, /(fpn * PN): Zan Up Gy 9/
Gb il o e e R,/(fis - RW9]. A similar expression
can be derived for vendor NPU’s by replacing Hy for H,
and summing over all vendors i rather than AI’s i.

1) Engineering Transmission Facilities: For a given
transmission facility type, engineering any particular link
is handled by determining the minimal number of trunks
needed such that acceptable performance on that link is
provided. Two measures of link performance are consid-
ered: the blocking of virtual circuit setup across that link
and the expected delay encountered in the transport of
packets across the link in each direction. Acceptable per-
formance is specified by the blocking objective of B for
all links and the queueing-and-transmission delay objec-
tives of 697 and 69" for access and interswitch links, re-
spectively; see Section II-G.

Consider the access link from user i to switch s. The
number of trunks of type H needed so as to satisfy the link
blocking objective R is calculated through use of the
standard Erlang blocking model M/G/N/N [16]. The call
arrival rate in the model is A, = L [N (i, j) + A (J, i)]
- n(@, j, s)/n(i, j) where the summation is over all users j
such that i and j communicate via switch s and where n
(i, j) and n(i, j, s) denote, respectively, ‘the number of
(least resistant) paths between i and j and the number of
paths between i and j via s. The mean holding time is
us ! where ui! = (/X)) E [AoG, /) pe(is ) + Ne(s D)/
ue(j, )] - n(, j, 8)/n(, j) and the summation is as be-
fore. The Erlang loss formula B(N, o) = (aN/N!)/Ej-Vzo
(a’/j!) with N = CHand o = \./p. is then the call block-
ing probability for the link. We determine R by first
finding N* = min {N > 0: BN, @) < B} and then sim-
ply dividing by the virtual circuit capacity of a trunk and
rounding up, R = [N*/C}].

We follow an iterative procedure to calculate N*, but
instead of cumbersome numerical calculation of B(N, )
we use asymptotic and approximate representations [17]
which result in rapid approximation of B(N, o) even for
very large N. These representations, however, do not yield
approximations of arbitrarily high accuracy. Instead, their
accuracy depends on the specific values of N and o where
it is their relative size ¢ = o — N/ VN which is important.
For the large values of N and « relevant to the PANDA
model, these approximations to B(N, «) are within five
percent accuracy [17].

To calculate N*: 1) set Nypp = o + cypp Jo_as an
upper bound for N*, 2) set Njow = o + CLow Va as a
lower bound for N*, and 3) iteratively search for N* €
[NLOW9 NUPP] such that

S
B(N*, o) ~ [ao(c) JN* + a,(c) + ‘3__(1%):] '8

(3.3)

where ¢ is defined as before. The coefficients a, (¢), a,(¢),
and a,(c) are found through interpolation of Table I in
Jagerman [17]. Solving for N as a function of ¢ leads to
taking Nypp and Njow in the forms indicated above as
bounds on N * where the coefficients cypp and ¢y ow are de-
pendent on the desired link blocking level B and offered
load «. For large data networks where the relevant ranges
of o and B * may be as large as [200, 15 000] and [0.001,
0.05], respectively, cypp = 2 and ¢ ow = O should be
used in the above procedure.

The number of trunks of type H needed to satisfy the
access link delay objective R% is calculated through use
of a queueing delay model in which the ‘‘customers’” are
the packets arriving for transport across the link and “‘ser-
vice time’’ is the transmission time. In particular, a sys-
tem of N parallel general single-server queues GI/G/1/o0
is used to model a link comprised of N trunks. The arrival
process in the user-i-to-switch-s model is a renewal pro-
cess with rate N = L; N, (i, j) * n(Q, j, s)/n(i, j) and re-
newal-interval variance 7. It is assumed that the average
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arrival rate to each individual queue is N/N. The service
times at each of the individual queues are i.i.d. with mean
length ="' = (1/BR) T; N, (i, j)IN) + s(, j) - nG, j, )/
n(i, j) and variance

n = {(1/(315)2) IZ N, G, )N - (nG, j, $)/nG, J))

- v, j) + s2<i,j)]} - (U’

Thus, R% is the minimal number N such that the mean
waiting time spent in each of the N parallel GI/G/1/
queues representing i-to-s transport and each of the N par-
allel queues representing s-to-i transport is less than the
objective 8%.

The above system of N parallel, single-server queues
was chosen over a system of one N-server queue as the
model to analyze each direction of the transmission link
so as to better capture the nature of virtual-call packet
switching. Once a call has been set up across a transmis-
sion link, a specific trunk on that link has been designated
for transporting all the packets involved in that call.

Exact solutions for the steady-state behavior of GI/G/
1/00 queues do not exist; however, approximations are
available. The approximation used here [18], [19] for the
mean waiting time (before service begins) for each GI/G/
1/00 queue above is

2 2
i) athdsi [Ca E.C
1 - pmp 2

where p = NNy, ¢2 = Ny is the squared coefficient of
variation for interarrivals, c2 = u®n is the squared coef-

ficient of variation for service, and

20 -0 -y .
= [y
exP{ 3x Ve LA fankind

} apielr cHrdu@a

By
1 (VR

For the sake of computational expediency, the PANDA
methods use the same ‘‘average’’ variance parameter vy
for both directions across all access links. That global
average for all user-to-user pairs is determined by

n n

N, @, J) - 1 "
b [El j:zl TA [””("” o <>\,,(i,j)> ]

nien )\g(l’]) =2
_<i§lj=zl TA > }

where TA is, as before, the network’s total throughput
traffic.

For the user-i-to-switch-s direction, let N = min {N
> 0: EW < 697}. The solution for N ¥ is found by iter-
ating on values for N and repeatedly evaluating EW. The
procedure is: 1) set Nypp = Mp + Ny + Nl 2u? 6"
as an upper bound for N, 2) set Njow = AMp as a lower
bound for N, and 3) iteratively search for N € [Npow,
Nypp] such that EW = 8¢" where EW is calculated by the
approximation (3.4). Similarly, N * is found for the
switch-s-to-user-i direction. The access link delay objec-

(3:5)
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tive is then satisfied at R = max {N}, N} } and the total
number of trunks of type H needed is RY = max {RY,
R¥Y

Application of the two procedures above also produces
RY ., the minimal number of type H trunks needed be-
tween switch s, and switch s,. Determining the final num-
ber of trunks on each access link R;; and each interswitch
link R, is handled by optimizing over the different types
of transmission facilities. All access links and interswitch
links are engineered for each type H; and final selection
of the type to link access interfaces to switches H,, the
type to link vendors to switches Hy, and the type to link
switches Hy is made so as to minimize total link costs.

2) Switch Engineering: The NPU’s at a particular
switch s are treated as a pool of resources. That is, the
process of assigning individual trunks to specific NPU’s
is not considered. Rather, the total usage on all trunks is
compared to the NPU capacities to determine the number
of NPU’s needed. Recall that NPU’s are of type H,, Hy,
and H; for access interface trunks, vendor trunks, and in-
terswitch trunks, respectively. We wish to compute N
N and N#, the number of NPU’s of each type at each
switch. For interswitch NPU’s,

N§s = max [% Uy (s, Sn)/(fgfv S

2 Ua(s, sk - AV, 2 Rm/<f'£ﬁ - R%S)]

and similar computations determine N4 and N§".

Finally, we note that if the total number of NPU’s at
any switch s exceeds the switch capacity, i.e., Ng <
NE4 4+ N + N, then the solution is infeasible and the
OPND algorithm starts anew to reconfigure another net-
work with (S + 1) switches.

E. Locating Switches

Having determined the number S of switches (Section
I1I-B), the clustering of users into S groups (Section III-
C), and the number and type of trunks and NPU’s (Sec-
tion III-D), the final OPND step is to choose a switch
location for the users in each cluster to be homed to. The
cost consideration here is to minimize total mileage costs.
Generally, the access trunk costs will tend to dominate
the interswitch trunk costs. As a result, we choose to lo-
cate a switch at a feasible site closest to the center of mass
(%,, y,) of the users in a cluster s. Specifically, we weigh
the (x, y) location of each user by the number of access
trunks R;; between the user i and cluster s. Thus, X; =
Ticr, RisXi/Liers Ris and ¥ = Liep, RisjilEier, Ris- This tends
to move the switch location closer to larger users, thus
reducing transmission costs.

IV. PACKET NETWORK PERFORMANCE ANALYSIS
(PNPA) METHODOLOGY

In this section, we describe in detail a methodology for
evaluating the performance of packet networks. The three
major steps of the analysis are: 1) to estimate call block-
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ing for any particular pair of customers, 2) to characterize
the network transport time for packets, and 3) to measure
the impact of retransmitted traffic and incorporate the re-
sults in the construction of message transport time distri-
butions for every pair of network customers. Sections
IV-A-IV-C describe these PNPA steps, respectively.

A. End-to-End Call Blocking

Consider any two network users i and j, and let b(i, j)
denote their end-to-end blocking level. Once having cal-
culated blocking levels for all pairs of users, they can be
checked against the network blocking requirement 3, i.e.,
b, j) = B.

As a result of the network routing rules used in the
PANDA model, b(i, j) is the average of end-to-end block-
ing over all paths of least resistance connecting i and j.
That is, b(i, j) = Ib%/n(i, j) where b’ is the blocking
between users i and j over specific path p and where the
summation is over all n(i, j) i-to-j paths p. The blocking
bZ- is evaluated in terms of the blocking levels at the in-
dividual components along the path. The component
blocking levels are calculated for each AI, switch, and
transmission link which is finitely limited in its number
of supportable virtual circuits through application of the
M/G/NIN queueing model [16] described in Section III-
D1). For each AI, N = C, and for each switch, N = C;.
For each transmission link made up of m trunks of type
H; N= m*\C ﬁ . A component’s call setup arrival rate and
the mean call duration times are determined by averaging,
as weighted by traffic usage, the user-to-user arrival rates
and holding times across all user pairs with a path utiliz-
ing that component.

Let by, b,, - + - , b, denote the blocking levels for the
individual network component, where the AI’s, switches,
and transmission links have been arbitrarily numbered 1,
2, - -+, z. (For those components with infinite virtual
circuit capacity, b, = 0.) End-to-end blocking between
users i and j over a specific path p is then standardly eval-
vated as b4 = 1 — II7_; (1 — by,) IE_; (1 — by), in
which Ny, - -+ , N, are the component numbers of the
processing nodes and L,, *+ : -, L, are the component
numbers of the transmission links on that path through the
network. Note that in using the above procedure to cal-
culate component and end-to-end blocking levels, sto-
chastic independence between network components is as-
sumed. That is, each component has been assigned a
blocking level that is independent of the blocking levels
at all other components in the network. Additionally, each
individual component has been assigned an offered load
which is a direct mix of the original user-to-user offered
traffic levels, and not a mix of the actual carried loads at
neighboring network components. That this procedure for
evaluating end-to-end blocking is conservative, i.e.,
overestimates b(i, j), has recently been shown by Whitt
271°
B. Network Packet Transport Time

As discussed in Section II-C and illustrated in Fig. 4,
message transport time is the sum of the access time (AT)

for the message and the network delay of the last packet
in the message. Furthermore, the network delay of the
message’s last packet is the sum of the various processing
delays (PD), processing times (PT), queueing delays
(QD), and transmission delays (TD) seen by this last
packet as it is transported across the network. The PNPA
procedure for calculating the distribution Fj;.(z) of mes-
sage transport time from user i to user j for an originating
customer of service class c is basically as follows: 1)
Evaluate all PD, PT, QD, and TD components in the
packet network for their steady-state characterizations, 2)
for each least resistant path p connecting i and j, approx-
imate F’ Z(t), the network delay of the last packet in an i-
to-j message over p, by the sum of PD, PT, QD, and TD
components along p, 3) calculate Fj;(¢), the network de-
lay distribution from i to j, 4) note that for all messages
originated by service class ¢, AT is simply class ¢’s mes-
sage size divided by its speed; AT, = Z/L., 5) finally,
F;(t — AT)).

Once having constructed Fj.(¢), its mean is checked
against 8., the cth class’ mean message transport time re-
quirements. The variance of the Fj.(¢) distribution is
checked against the variance requirement 6.

Implicit in step 2) above is the assumption that the net-
work delay for the last packet in a message is approxi-
mated by the distribution of the network delay of an ar-
bitrary packet. If messages contain a geometrically
distributed number of packets, then these two distribu-
iions indeed coincide under FIFO switching [28]. If the
number of packets in a message follows some other dis-
tribution, then a stochastic ordering of the delay distri-
bution for the last packet in a message and the delay dis-
tribution for an arbitrary packet may exist [29]. Therefore,
alternative approximations to the delay distributions for
the last packet in a message might be constructed by ap-
propriately inflating or deflating the delay distributions for
an arbitrary packet, depending on the message-size dis-
tributions. Construction of the network delay distribu-
tions for specific paths is discussed in Section IV- BS).

The most critical and computationally intensive task in
the above is step 1). This is accomplished through appli-
cation of an open network-of-general-queues model, as
discussed in Section IV-B1) below. Approximate solu-
tions for the steady-state behavior of such general
queueing networks provide the evaluation of the packet
network delay components. It is not possible, however,
to obtain solutions for very large queueing networks;
therefore, further network decomposition is needed. An
efficient decomposition method corresponds to decompos-
ing the packet network into its different levels of concen-
tration and subsequently evaluating the individual PT,
PD, OD, and TD components for each level of the net-
work separately, as discussed in Sections IV-B2)-IV-
B 4). First, the delay components for the network’s access
portion corresponding to the transport of traffic directly
between AI’s and from the users to the switches are ana-
lyzed. Second, the delay components for the backbone
switching portion are analyzed, using the results of the
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access portion analysis to characterize the arrival of traffic
to the backbone network. Third, the delay components for
the access portion corresponding to the transport of traffic
from the switches to the AI’s and vendors are analyzed,
again incorporating the results of the previous analyses.

1) The PNPA Open Network-of-Queues Model: To
capture the network effects of packet transport time along
any path through the network, the entire packet network
configuration is modeled as an open network of GI/G/
1/00 queues. In this network of queues, there is one
queueing station for each AI and switching node in the
packet network and one for each output trunk at every Al
and switching node. An explicit illustration of the net-
work of queues corresponding to the small network pic-
tured in Fig. 5(a) is given in Fig. 5(b), which we now
explain.

These queueing stations which represent interfaces and
switches are called ‘‘processing’’ P stations, while those
which represent output channels are called ‘‘transmis-
sion’’ T stations. Nodal transmission delay in the packet
network is then the service time associated with the T sta-
tions in the network of queues. Nodal queueing delay is
the time spent waiting for service by a customer at the T
stations in the network of queues. Nodal processing time

- is the service time associated with the P stations and nodal
processing delay is the time spent waiting for service at
the P stations.

In Fig. 5(b), the labeled circles symbolize the different
queueing stations in the network of queues. We denote by
X the queueing station corresponding to the processing
node. We denote by XY the queueing stations correspond-
ing to the holding buffer at node X for the trunk from X
to Y. The subscript m in XY, denotes the holding buffer
for the mth trunk from X to Y. The directed arcs connect-

- ing the queueing stations represent the flow of packets
between nodal processors and holding buffers. Note that
there are four queueing stations associated with the two
trunks between switches A4 and C.

By evaluating the probability distribution of the total
time a customer spends in the PNPA network of queues
(sojourn time), distributions for network packet transport
time are estimated. To date, complete analytical solutions
for the steady-state behavior of such general queueing
networks do not exist. However, good approximations are
available. The PNPA algorithm uses the QNA approxi-
mation [18], [30] which, because of its noniterative al-
gorithmic approach, is computationally fast running.
Other approaches have been to iteratively arrive at an ap-
proximation [31], or to replace the approximate analysis
of a general queueing network with the exact analysis of
a Markovian queueing network [32], or to analyze the
general queueing network under some limiting conditions
[33]:

The general procedure of QNA is to represent all the
arrival processes and service-time distributions within the
network of queues by two parameters, one to describe the
rate and one to describe the variability. The congestion at
each queueing station is then described as a function of
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these parameters. Arbitrarily numbering the queueing sta-
tions in the networks of queues representation of the
packet network, the two parameters characterizing the
service times at queueing station k are the mean service
time 7, and the squared coefficient of variation ¢?. For
each arrival process, the two parameters used are associ-
ated with fitting a renewal process model to the arrival
process. For the external arrival process to queueing sta-
tion k (customers entering the network at station k), the
parameters are the external arrival rate \ o, and the squared
coefficient of variatian of the external renewal interval
c. For the overall arrival process to queueing station k
(including customers arriving at k& from other queueing
stations), the parameters are the overall arrival rate of
customers A, and the squared coefficient of variation of
the interarrival times c2,.

The parameters 7y, ¢ %, Aot i Ng, and ¢, are collec-
tively solved for in the QNA approximation from input
information about different types of customers in the net-
work of queues, as discussed in Whitt [18]. A customer
type has a specific route (sequence of queueing stations
visited) through the network of queues. Each type arrives
at the first queuemg station on its route, according to a
process Wthh is characterized by )\q, the arrival rate for
type g and ¢, the squared coefficient of variation of the
external renewal interval for type g. Each type g has a
specific service-time distribution at each queueing station
on its route, Wthh is characterized by 7,, the mean ser-
vice time, and csq,, the service-time squared coefficient of
variation for type g at the /th queueing station on its route.

In the PNPA network of queues representation, a cus-
tomer type corresponds to a specific user-to-user traffic
flow over a particular virtual-call path through the packet
network. For example, there are two customer types in
the network of queues in Fig. 5(b) representing user-1-to-
user-3 traffic in the sample network in Fig. 5(a). The two
types represent the choice among two trunks over the
transmission link between switches A and C. Similarly,
there are three customer types representing the user-1-to-
user-5 traffic, accounting for the three distinct min-hop
virtual-call paths connecting users 1 and 5, and 36 cus-
tomer types in all.

Note that the higher the number of nodes and links and
user-to-user paths in the packet network, the much higher
the number of queueing stations and customer types in the
resulting network-of-queues model. (The number of
queueing stations roughly grows cubically with the num-
ber of nodes and links.) For large packet networks of the
size considered by the PANDA model (on the order
of 100 users, 15 vendors, and 15 second-level packet
switches), it is therefore efficient and necessary to decom-
pose the analysis of the network of queues. Each section
of the decomposed network of queues is then analyzed
through separate, yet sequentially coordinated, applica-
tions of the QNA approximation.

2) High-Usage Link and Access Interface to Switch
Delays: The delay components for the network’s access
portion are evaluated by analyzing the section of the de-
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Fig. 5. (a) Small network example. (b) Corresponding network of queues
model. (c) Corresponding subnetwork of queues for high-usage link and
Al to switch delays. (d) Corresponding subnetwork of queues for inter-
switch delays. (e) Corresponding subnetwork of queues for switch to
user delays.

composed network of queues containing the queueing sta- Let the QNA customer types in the resulting subnet-
tions representing processing at the Al’s, transmission be-  work of queues be arbitrarily numbered. The last queueing
tween Al’s, and transmission from AI’s to switches. Fig. station on each type’s route is a T station, which repre-
5(c) shows this subnetwork of queues from the entire net-  sents either transmission over a high-usage link or trans-
work given in Fig. 5(b). mission over an access link from an Al to a switch. Con-
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sider type g, corresponding to the flow of traffic from Al
i to Al j over the nth trunk of the high-usage link between
i and j. Suppose that this high-usage link is composed of
m trunks of type H. Since all virtual circuits between any
two network customers homed to Al i and Al j are evenly
set up over this high-usage link, the arrival rate for QNA
customer type g is )A\q = N\, (i, j)/m. The first queueing
station on type g’s route is the P station representing Al
i, and so its service time is characterized by ,; = A, and
chl = VAA/(AA) The second, and last, queueing station
on types g’s route is the T station representing the nth
high-usage trunk between Al i and Al j and is character-
ized by #,, = s(i, j)/BE and c2, = v, (i, j)/(BH).

The squared coefficient of variation for interarrival
times for ¢’s route is assigned as ¢, = v,(i, j) * N3(i, ).
This assignment corresponds to the assumption that the
variability of traffic arriving at each trunk on a high-usage
link is exactly as great as the variability of traffic collec-
tively arriving for transport over the link’s entire group of
trunks. Such an assumption is not completely accurate.
However, if the squared coefficient of variation for inter-
arrival times of the high-usage link traffic is greater than
one (i.e., if packet arrivals are burstier than Poisson ar-
rivals, as may typically be the case), then this assumption
is a conservative one.

Now consider customer type g corresponding to the flow
of traffic from Al i to switch s over the nth trunk of the
access link from i to s. Suppose that this access link is
comprised of m trunks of type H. The type g customers
represent one mth of the superposition of all Al i to user
J traffic streams for which a path through the network ex-
ists via Al i and switch s. Therefore, )\ = (I/m) £\,
(i, j)(n(, j, s)/n(i, j)) where the summatron is over all
users j for which a path from i and j involves switch s and
where n(i, j) and n(i, j, s) denote, respectively, the num-
ber of paths between i and j and the number of paths be-
tween i and j via s. (Note that j = i is included when AI’s
do not have any switching capability.) As developed by
Albin [34], [35] and Section 4.3 of Whitt [18],

)\3-’-_ .’. .’_,
é§~w2{p(l Iy J) G g S)}+1

m- X, n(i, j)

where w is the weighting function

@ = l:l + 4(1 o pis)2

O G Rl 1 R i R
'H‘Z[m-xq' n(i,j)” _IJ ;

A

'\q Z Ap(i’ _]) 7 S(i, j) n(i’ j’ S)
Pis = mBY )‘\q iy i

and the summations all as above.

The first queueing station on type g’s route is the P
statlon representing processmg at Al i, and so qu = Ay
and qul = VA,/(A,)*. The second and last queueing sta-

tion is the 7 station representing the nth access link trunk
from Al i to switch s, and so is characterized by

. L NGd) nGjis) s ))
BT m n(i, j) BY
and
52 _{ A b il i
Ay 7 T m n(i, j)
vgG) + sz(i,m] o
(BR)

The parameter 7,, is derived from the appropriate aver-
aging of the sizes of all packets which arrive for transport
across the access link from Al i to switch s, while quz is
derived from the application of the fact that the second
moment of a mixture of distributions is the mixture of the
second moments.

Having determined the input parameters for the QNA
customer types, the congestion at each queueing station
is analyzed. The QNA approximate congestion measures
obtained are, for each station k, the mean waiting time
EW,, the probability of delay o;, and the squared coeffi-
crent of variation of the conditional delay (given delay > 0)

g Equations (44), (48), and (50) of Whitt [18] give the

specific derivations of EW,, o, and ciy, respectively.
These measures lead to three additional measures for sta-
tion k: the mean conditional delay ED, = EWk/ak, the
squared coefficient of variation of the waiting time c%,; =
[c el ak]/ak, and the waiting time variance VW, =

(EWk) The squared coefﬁcrent of variation of an
mterdeparture time from station k, c2, is also calculated
and is used in the PNPA algorithm to help characterize
the flow of traffic from the access portion into the back-
bone switching portion of the packet network.

3) Interswitch Delays: The delay components for the
backbone portion of the network are evaluated by analyz-
ing the section of the decomposed queueing network con-
taining the queueing stations representing processing at
the switches and transmission over interswitch links. Fig.
5(d) shows this subnetwork of queues from the entire net-
work given in Fig. 5(b) where three queueing stations have
been added in Fig. 5(d). These additional stations, de-
noted by X*, correspond to artificial holding buffers at
switch X for all traffic deliverable to users homed to X. In
actuality, there is a separate buffer at X for each link from
X to a user. However, at this stage in the PNPA network
hierarchical decomposition, all of the packets in transport
from switch X to users homed to it are aggregated into
one traffic stream. Detailed analysis of the delay within
switch holding buffers for traffic deliverable to a particu-
lar AI or vendor is deferred until after this backbone anal-
ysis [see Section IV-B4)], and the use of artificial
queueing stations here facilitates that analysis later.

The different QNA customer types in the backbone sub-
network correspond to the aggregate traffic flows between
all of the users homed to a particular switch and all of the
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users homed to another switch. The first queueing station
on each type’s route is a P station representing processing
at a backbone switch. The last queueing station is an ar-
tificial holding buffer at a backbone switch.

As was done in Section IV-B2), the superposition ap-
proximations are applied in modeling these aggregate
traffic flows. Consider customer type g corresponding to
the traffic flow from switch s; to switch s, over the nth
trunk of the s;-to-s, interswitch link. Suppose that this
interswitch link is comprised of m trunks of type H. The
arrival rate for type q is Xq = (Mm) EX,(, j) * (n(, j,
S1, 82)/n(i, j)) where the summation is over all (i, j) pairs
for which customer type q includes i- to—] traffic. The vari-
ability parameter c is determined by c = wk [(A,3, j)/

(m - )\q)) n(i, j, sl, s,)/n(i, j) - ci + 1 — w where
PR [1 + 41 = pyp)*
A lE ) B, G051, s3)Bdon =,
|| ey gt |
m- N, n(i, j)
and
Xq )\p(i’ .]) e n(i7 j’ sla s2):|
Psisy = mB;l [Z Xq s(, J) n(i, j)
) )\p(ls.]) 2 S(l,]) " n(i’j’ S SZ)
A, nG, j)

For this customer type, there are four queueing stations
along its route. The first and third are the P stations for
processing at switches 5 and s,. Thelr serv1ce times are
charactenzed by 7,1 = 73 = Agand qul = sq3 = VAg/
(Ag )>. The second station is the T station representing the
nth s,-to-s, interswitch trunk. Its service time parameters
are derived from the approximate mixing of the mean and
second moment of packet sizes over all the user i to user
j traffic streams included in the aggregate type g traffic
flow. Specifically,

- LZ)\p(l’J) 5 n(isj, S1, s2) . S(l,])
A m n(, j) BY
and
3 { 1 NG, ) nG, j, 51, 82)
CS _— - = . - . s
2 UR 6P m n(i, j)
vl ) + sz(i,j)]} %
(B) ‘

The fourth station is the artificial holding buffer at switch
sy and its service time parameters 7, and é§q4 are set to 0
and 1, respectively, which ensures that zero delay will be
assessed to the artificial queueing stations in this queueing
network analysis.

Similarly, consider customer type g corresponding to
the flow of traffic among users homed to the same switch
s. The customer arrivaf rate is Xq = I\, (@, j)(nG, j, 8)/
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n(i, j)), the arrival variability parameter is

[Xg(i,j) “ v, ) nG,J, S)}

= : = e Ty
A n(i, j)

6‘2 =wX
where

D [1 + 41 - p,)?

Koo d) 0o T .
iy e R
H A, n(, j)

and p; = Xq/As. The two queueing stations along type g’s

route are first, the P station at s and second, the artificial

buﬁer at s with service times charactenzed by 7,4 = Ag,
sql = VAS/(AS) , qu = 0 and ¢ C3q2 = 1.

From all of the above inputs for customer types, the
QNA approximate congestion measures obtained from
each queueing station k include EW,, VW,, and cj,, the
mean, variance, and squared coeflicient for the waiting
time; o, the probability of delay; ED,, VDy, and c}y, the
mean, variance, and squared coeflicient of variation for
the conditional delay; and EN, and VN,, the mean and
variance for the number of customers present (including
any in service). For each queueing station k correspond-
ing to artificial buffers at the switches c%, the squared
coefficient of variation of interdeparture times is also ob-
tained. The c2’s are later used to help characterize the
flow of traffic from the network’s interswitch portion out
to the access portion.

4) Switch to User Delays: The delay components cor-
responding to the transport of traffic from the backbone
switches to the individual AI’s and vendors homed to them
are evaluated by analyzing the section of the decomposed
network of queues containing T stations from switches to
AI’s and from switches to vendors, and P stations at the
AT’s. Fig. 5(e) shows this subnetwork for the network in
Fig. 5(b).

Consider QNA customer type g in this subnetwork of
queues corresponding to the flow of traffic from switch s
to Al i over the nth trunk of the access link between s and
i. Suppose that this access link is comprised of m type H
trunks. Hence, A, = (1/m) EN,(j, i) * (n(i, j, $)/n(i, j)).
These type g customers are part of the traffic passing
through the artificial buffering station at s in the backbone
[Section IV-B3)] subnetwork. Let ¢« denote the pre-
viously QNA-determined squared coefficient of variation
of interdepartures from this artificial buffer and A« the
overall arrival rate to the artificial buffer. The varlablllty
parameter for type q customers here is taken to be ¢, =
) o MNsw) cdk(s*) +[1 - (& o Msw)]-

This characterization follows from the approximation
that the departure process from queueing station k(s*) is
a renewal process and the fact that a renewal split by in-
dependent probabilities is again a renewal process.

The first queueing station on type g’s route is the 7 sta-
tion representing the nth trunk from switch s to Al i. Its
service time distribution has mean
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and variability parameter

2 [1 NGs 1) nG, J, 8)
Csql = P ¢ 3 ¢
4 m n(i, j)
P N i)} S
(BR)’ :
The second, and last, queueing station on type g’s route
is the P station for Al i, and so 7,, = A, and quz = VA,/
(A,)?. (For customer type q correspondmg to the flow of
traffic from switch s to vendor i over the nth trunk of the
access link, there is only one queueing station on the
route, namely, the corresponding T station.)

5) User-to-User Delay Distributions: A distribution
Ff} (r) of i-to-j packet transport time over a particular path
p is now constructed, for all users i and j and paths con-
necting them, from the individual delay components ana-
lyzed in Sections IV-B2)-IV-B4). The mean and variance
i-to-j packet transport time along p and the mean and
variance of this transport time conditioned on its exceed-
ing the sum of the mean PT and TD components along p
are first calculated from the various queueing station per-
formance measures previously determined. Then F%(r) is
constructed so as to match these four i-to-j delay charac—
teristics. We discuss below this procedure for users con-
nected by a two-switch path. Cases for users connected
by a high-usage link path or one-switch path are similarly
handled; those cases just involve fewer individual delay
components along the paths.

Two-Switch Paths: Consider users i and j connected
by path p involving two packet switches s, and s,, with
user i homed to s, and user j homed to s,. In this case, the
total packet transport time for i-to-j is the sum of PD and
PT at Al i, QD and TD for the i-to-s; access link, PD and
PT at s;, QD and TD for the s,-to-s, interswitch link, PD
and PT at s,, and QD and TD for the s,-to-j access link.
The mean i-to-j packet transport time along p is therefore

sy j)} sag
Bg‘ {iisanAl}

ET4u(, J) = [AA + EW; + EW;, +

+ S(l’H{/) . 1{iisaVN} o 2As + EWY]
By
+ Ew,, + 8D gy 4 oEw
5152 BHs s2j
s(,.0)
Ar l:AA FVEW = Bl } L i aly
s(i, j)
e BEv 1y jisavn} 4.1)
R

where 1 {; is the indicator function and where H,,
Hy, and H; are, respectively, the type of trunks connecting
Al’s to switches, vendors to switches, and between
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switches. The terms EW, and E W, in (4.1) denote the mean
waiting times as calculated in Section IV-B2) for the P
stations representing AI’s i and j, and EW,, and EW,,, the
mean waiting times for the P stations representing
switches s, and s, [Section IV-B3)]. Thus, EW,, EW,,
EW;, and EW,, are the four mean PD components along
p. The terms EW,, EW,, ,, and EW,; denote the mean
waiting times for the T stations representing one of the
trunks on the i-to-s; access link, s;-to-s, interswitch link,
and s,-to-j access link, respectively, as calculated through
the analysis of Sections IV-B2)-1V-B4). These three terms
are the mean QD components along p. The mean PT com-
ponents are given by the A, and Ag terms, and the mean
TD components along p are given by the s(i, j)-divided-
by-Bg terms. Note that we use the ratios of i-to-j mean
packet size and transport speeds as the mean TD terms
instead of the global mean TD figures for i-to-s,, 5,-to-s,,
and s,-to-j as averaged over all the packet sizes carried by
those links. In adopting this approach, we have adjusted
the previously determined queueing station equilibrium
performance measures to reflect the specific characteris-
tics of i-to-j traffic.

The variance of i-to-j packet transport time along p is
approximated by

fa R
VTh(, j) = l:VAA et WG W (BHA; J * Viisanan
v(i, j)
(BH)? “Aiavn HH2VAY 4V
VW 5% US(i,;jz) + VW, + VW,
152 (BRs) 2 52j
Us(i,j)J
+ |VA, + VW, +
l: A J (BgA)Z
v(i, j)
e jisan + s jisa X
{jisanAl} Bz " Hysavm 4.2)

where VW, VW, VW, and VW, are the variances of
waiting times at the appropriate P stations, and VW,
VW5, and VW,j are the waiting time variances at the
appropriate T stations. These then are the variances of the
PD and QD components along p. The variances of the TD
components are the vy(i, j)-divided-by-(Bg)* terms in
4.2).

The sum of the mean PT and TD components along p
is

8@, J)
{:AA B } [l{usaVN} it l{leaVN}]
R
(@, j)
g BHv + Mgisavny + ° 1gjisavay]
R
Lo
oA, ¢ 3D 4.3)
B%’
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and the probability that the i-to-j packet transport time
exceeds (4.3) is approximated by ¢ = 1 — (1 — o; -
l{iisanAl}) e Ois; * l{iisanAl})(l N 0:1) L g aslsz)(l
BRGSO e s A St 1{jisanary) where g;, 0;, 0,
and oy, are the probabilities of delay at the P stations rep-
resenting AI’s i and j and switches s, and s,. The terms
05> Og5» and oyy; are the probabilities of delay at the T
stations representing the i-to-s;, 5,-to-s,, and s,-to-j links.
The mean and variance of i-to-j packet transport time
along p conditioned on its exceeding (4.3) are thus ap-
proximated by

s@, j)
l:AA T “gHi } * [gisanany + 1yjisanan]
R
5 (SR LA S35/
+ = [EW; + EW;] * lgisanany + 245 + ( ij)
i Bk

1
+ =5 [EW,, + EW,,, + EW,, + EW,]

9
)
MY [1isanary + lgjisanan] and
R
1
: ? vw, + VW, + Ao VWszj
5

+ [VW; + VW] * Liisanan], Tespectively.  (4.5)

The distribution F%(¢) is now chosen to have an atom
at (4.3) and a density above (4.3) which matches ET%(i,
7), VT, j), and (4.3)-(4.5) above. The PNPA algo-
rithm uses a hyperexponential density with balanced
means (see (55) in [16]) if the squared coefficient of vari-
ation of the conditional i-to-j packet transport time Efj [the
quantity in (4.5) divided by the square of the quantity in
(4.4)] is greater than one. If 0.99 =< E?j < 1, then an
exponential density with mean equal to (4.1) is used; if
OHr= E?j < 0.99, then a convolution of two exponential
distributions is used; and if Efj < 0.5, then an Erlang dis-
tribution with shape parameter 2 and scale parameter equal
to two times the reciprocal of (4.1) is used.

Network Delay Distribution: As a result of the net-
work routing rules, the distribution F;; (¢) of network delay
from user i to user to determined by the average Fj; (1) =
L FE(t)/n(i, j) where the summation is over all the n(i, j)
i-to-j paths. We use ET,(i, j) and VT, j) to denote
the mean and variance of Fj;(t). Since the distribution of
message transport time from i to user j for an originating
customer of service class c is determined by F;(t) = F; (¢
— AT,), its mean and variance are AT, + ETy(i, j), and
VT,(i, j), respectively. These are checked against the
message transport time requirements &. and .. In identi-
fying performance bottlenecks, the various individual de-
lay component performance measures are of interest as
the mean utilizations of the network’s AI’s, switches, and
transmission links. The utilization figures are the traffic
intensities p, calculated for each queueing station during
the various queueing network analyses. All of the PNPA

information concerning performance bottlenecks is then
used to update the equipment derating factors used by the
OPND module.

a) Retransmissions: The actual load (in packets)
carried by each AI, switch, and transmission link in the
network includes those packets to be transported as a re-
sult of the retransmission of a message. As discussed in
Section II-D, the PNPA algorithm considers message re-
transmission conducted on an edge-to-edge basis which is
due to errors in transmission over network links or exces-
sive delay in transport. In order to analyze the effects of
retransmissions on the network’s message transport time
performance measures, the PNPA algorithm augments the
equilibrium analysis of Section IV-B. The steps involved
are to evaluate the percentage of traffic that is retransmit-
ted from user i to user j, to update the carried load from
i to j to include the added load induced by this retrans-
mitted traffic, and to adjust the F; (t) packet transport time
distribution accordingly for every pair of users i and j.

In the absence of transmission errors across the net-
work, any retransmission of a message for an originating
customer of service class ¢ is due to the expiration of the
time-out threshold 7,. The end-to-end message transport
time distribution Fj;.(¢) evaluated at the time-out threshold
gives an indication of whether the i-to-j message transport
time remains within the threshold when the packet net-
work is loaded at the original offered traffic levels. There-
fore, P.(i, j, ), the proportion of messages sent from i
to j by the customer class ¢ which are retransmitted, is
first broadly estimated by P(i, j, ¢) = 1 — F;(T,).

To account for transmission errors, we determine the
probability P..(i, j, ¢) of a transmission error anywhere in
transport for an i-to-j message originated by a class ¢ cus-
tomer. This P..(i, j, c) is the average of the probabilities
of a transmission error over all paths connecting user i and
user j. The probability of a transmission error over a spe-
cific path p, P2.(i, j, ), is one minus the probability that
there is no error along each of the transmission links on
the path. For the access loop, the probability of no trans-
mission error for a class ¢ message is simply computed as
7. = (1 — v)* where v, is the loop’s BER and Z, is the
mean class ¢ message size. For each network link L com-
prised of type H trunks, the probability of no error in the
transmission of one packet over L is 7, = (1 — vy)* /.
In computing 7. and 7, it is assumed that: 1) bit errors
on any link are i.i.d. with the probability of any one bit
being in error equal to that link’s BER, and 2) a trans-
mitted message or packet is considered to be in error if
any one bit of the message or packet is in error. These
assumptions warrant further attention. If instead of the
first assumption, the occurrence of bit errors over individ-
ual network links are correlated in a dependent fashion,
then calculations of 7, and n; based on bursty error models
should be used. (Such bursty error models typically result
in higher values for 5. and 7,.) For some packet network
applications such as in packetized voice communications,
the second assumption may also be too rigid, in which
case 7, and 7, should be corrected to allow for some
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threshold number of errored bits within a packet or a mes-
sage.

Relevant link BER’s for present packet networks are no
larger than 10~ and are typically on the order of 10~ or
1076, The size of packets is usually greater than 100 bits,
sometimes as large as 2048 bits, and the size of messages
is even greater. Therefore, in the numerical computation
of 7, and n;, we use the exponential approximation e "’
for (1 — y)" so as to minimize computational effort and
errors. We have found that for the relevant ranges of BER,
packet size, and message size, this approximation retains
accuracy to at least the fourth decimal place.

The probability of a transmission error in the transport
of a customer class ¢ message from i to j over path p is
then P2.(i, j, ¢) =,1 — n. - Mi_, 9%°%) where L,, L,,
-+ +, L, are the network transmission links along p. Given
PL.(i, j, c) for every i-to-j path p, the overall transmission
error rate is P (i, j, ¢) = L P2.(i, j, ¢)/n(i, j) where the
summation is over all the i-to-j paths. Our estimation of
P(i, j, c) is thus extended to P(i, j, ¢) = 1 — K 1)
(1 = Peu(i, j, ©)].

Having evaluated P (i, j, c) for all users i and j and all
customer classes ¢, the PNPA algorithm updates the equi-
librium transport time analysis to reflect the added load in
packets on the network induced by retransmitted traffic.
This is accomplished by increasing the point-to-point
packet throughput levels A\, (i, j) to include retransmitted
traffic, and then reassessing the packet transport time dis-
tributions by returning to the analyses found in Sections
IV-B2)-1V-BS). In particular, we increase Ao (i, j) to N\ (d,
J) = NG j) [1 + . 0.P(i, j, ¢)]. Summing over all
user-to-user pairs, the quantity Q defined by @ = I; L,
[NG, J) Ec 6. Prei(is j, ©)VE; E; Ay (i, j) gives a total mea-
sure of the proportion of network carried traffic which is
retransmitted traffic.

Each repetition of the above retransmission/transport
time analysis only macroscopically approximates the ef-
fects of retransmissions on network performance. This is
because all of the end-to-end analyses presented in this
paper deal with an equilibrium characterization of perfor-
mance and do not incorporate consideration of the de-
tailed, dynamic mechanisms implemented by flow control
schemes. However, this limited iterative analysis should
be sufficient for packet network design purposes since flow
control schemes do not generally permit traffic to be re-
transmitted indefinitely. We suggest carrying out two
cycles of transmission/transport time analysis. An indi-
cation of substantial retransmitted traffic on either the first
or second iteration (e.g., 2 = 0.3) can be interpreted as
evidence that the network is too heavily loaded. In such
a case, it is appropriate to stimulate the OPND module of
the PANDA methodology to reconfigure the packet net-
work even if all of the network performance requirements
had been satisfied.

V. CONCLUDING REMARKS

We have described realistic models and practical solu-
tion procedures for the design and performance analysis
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of backbone packet switching networks. These have been
incorporated into a software package by the authors (while
members of AT&T Bell Laboratories) which is currently
being used by various organizations within AT&T Bell
Laboratories, AT&T Information Systems, AT&T Tech-
nologies, and Bell Communications Research to investi-
gate issues in the design and performance of packet net-
works. The OPND and PNPA modules, described in
Sections III and IV, have been found to be very efficient;
a problem with seven switches, nine vendors, and 52 AI’s
requires less than 1 min of CPU time on an IBM/Amdahl
computer. One design and performance analysis of a net-
work involving 15 packet switches generally requires less
than 3 min.

Software simulations of small networks and lab mea-
surements have been used to initially validate the PNPA
delay analysis and to fine tune PNPA parameters. For cer-
tain nonpriority switching technologies, the results have
been encouraging with respect to accuracy suitable for en-
gineering purposes. We have not found it possible, how-
ever, to efficiently capture in simulations the network ef-
fects on performance for networks with greater than three
switches and for which protocol details, such as retrans-
mission mechanisms, are incorporated. Therefore, what
is needed is direct comparison of PNPA results against
end-to-end performance measurements from actual packet
networks applications as these measurements become
available.

APPENDIX
SUMMARY OF NOTATION

Technology Parameters

C, = total number of virtual circuits simultaneously
supportable by an access interface.
Cs = total number of virtual circuits simultaneously
supportable by a switch.
Cr = total number of virtual circuits simultaneously
supportable by one transmission facility of the
Hth type.
By = transport speed (in bits per second) for one
transmission facility of the Hth type.
A, = mean processing time (in seconds) for an access
interface.
VA, = variance of the processing time for an access
interface.
= mean processing time (in seconds) for a switch.
VAg = variance of the processing time for a switch.
vy = BER for one transmission facility of the Hth
type.
mean number of call attempts per second sup-
portable by an NPU of type H.
As = mean number of call attempts per second sup-
portable by a switch.
va" = mean number of packets per second supportable
by an NPU of type H.
mean number of packets per second supportable
by a switch.
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Ry = total number of trunks supportable by an NPU
of type H.

Ng = total number of NPU’s supportable by a switch.

G, = fixed cost for an access interface.

F¢ = fixed cost for a switch.

G% = fixed cost for an AI NPU of type H.

F¥ = fixed cost for a switch NPU of type H.

F¥ = cost per mile for a trunk of type H.

O; = homing option for user i, i.e., ‘‘one’’ means
home to one switch, ‘‘all’” means home to all
switches, ‘‘subset’” means home to any subset
of switches.

User i-to-User j Traffic

A(i, j) = mean arrival rate of requests for call
: setup from i to j (in calls per sound).
pe (i, j) = mean holding time of calls setup from
i toj.
A,(i, j) = mean arrival rate of packets for trans-
port from i to j (in packets per second).
v,(i, j) = variance of interarrival times of pack-
ets for transport from i to j.
s(i, j) = mean size of packets in transport from
i to j (in bits).
vy(i, j) = variance of size of packets in transport
from i to j.
S(i, j) = mean size of messages in transport
from i to j (in packets per message).
Vs(i, j) = variance of size of messages in trans-
port from i to j.
n(i, j) = total number of least resistance paths
between i and j.
n(i, j, s) = number of least resistance paths via
switch s between i and j.
n(i, j, sy, s,) = number of least resistance paths via
switches s, and s, between i and j.

Network Utilization

U,(i, s) = mean number of packets per second in the
direction from user i to switch s; U,(s, i)
represents the traffic in the other direc-
tion.

U,(s,, s;) = mean number of packets per second in the
direction from switch s; to s,.
U,(s) = mean number of packets per second at
switch s.
U,(i, s) = mean number of call attempts per second
in the direction from user i to switch s.
U,(s,, s,) = mean number of call attempts per second
in the direction from switch s, to s,.
U,(s) = mean number of call attempts per second
at switch s.

Network Design
L, = users clustered to the switch s.
S = number of switches.
N¥ = number of NPU’s of type H at switch s.
R;; = number of trunks between user i and switch s.

R, = number of trunks between switch s; and switch
$5.

H, = type of trunk used for access interfaces to
switches.

H, = type of trunk used between vendors and
switches.

Hg = type of trunk used between switches.

Design Parameters

fus = derating factor for switch call attempts per sec-
ond capacity.

fH = derating factor for NPU call attempts per second
capacity of Hth type.

fps = derating factor for switch packet per second ca-
pacity.

fBy = derating factor for NPU packet per second ca-
pacity of the Hth type.

fHe = derating factor for switch capacity in number of
NPU’s.

fH, = derating factor for NPU capacity in number of
trunks of the Hth type.

fHe = derating factor for transport speed for one trans-
mission facility of the Hth type.

fH. = derating factor for number of virtual circuits
simultaneously supportable by one transmission
facility of type H.

Network Customer Service Classes

L. = access speed (in bits per second) for a customer
of the cth customer service class.

v. = BER for access loop of the cth customer service
class.

Z. = mean size of messages for the cth customer ser-
vice class (in bits per message).

T. = time-out threshold in message transport time for
the cth customer service class.

O, = proportion of total network customers belonging
to the cth customer service class.

B = network (mean) blocking requirement for all end-
to-end pairs.

0. = mean message transport time requirement be-
tween all end-to-end pairs for the cth customer
service class.

v. = variance of message transport time requirement

between all end-to-end pairs for the cth customer

service class.

Blocking Performance Measures
b(i, j) = end-to-end blocking

level between users
iandj.

,N,, Ly, -+, L) = end-to-end blocking
between users i and
J over the path p in-
volving processing
nodesEN S - N,
and  transmission
)iy by e

bZ'(NI, L
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Transport Time Performance Measures

F;;(t) = probability distribution of message trans-
port time from user i to user j for an orig-
inating customer of service class c.
Fj;(t) = probability distribution of packet trans-
port time from user i to user j.
Fi(t) = probability distribution of packet trans-
port time from user i to user j over a par-
ticular path p.
ET,(i, j) = mean packet transport time i-to-j.
VTo(i, j) = variance of packet transport times i-to-j.
ET}(i, j) = mean packet transport time i-to-j over
path p.
VTG (i, j) = variance of packet transport times i-to-j
over path p.

Retransmission Performance Measures

P..(i, j, ¢) = probability that a message from user i to
user j for an originating customer of ser-
vice class c is retransmitted.
probability of a transmission error any-
where in transport for an i-to-j message
originated by a class ¢ customer.
probability of a transmission error any-
where in transport over a particular path
p for an i-to-j message originated by a
class ¢ customer.
) = proportion of total network carried traffic
which is retransmitted traffic.

Il

Perr(i’ j, C)

P, j. ) =
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